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What Types of Real-Time 

Models Do We Need?
• Type 1: Forecasting Models predict future 

target values using past data and current 
conditions, aiding early detection of target 
deviations.

• Type 2: Prescriptive Models use only causal 
features as variables, assisting process 
adjustments or closed-loop control. They're 
less accurate than forecasting models but 
improve with better instrumentation. They're 
also useful for offline root cause analysis.



A List of Modeling Applications in the Kraft 

Recovery Cycle (all of these have been attempted)

Type 1 (Forecast)

• Fouling rate predictions – using SH Strain 
gages

• Reduction efficiency interpolation – between 
intermittent tests

• Reduction efficiency forecast – future values

• Residual carbonate interpolation in lime – in 
between intermittent tests

• Product solids from evaporators – in between 
intermittent tests

• Future values of boiler emissions.

• TTA and CE in white liquor – in between 
intermittent tests

Type 2 (Prescriptive)

• Reduction efficiency (with in-line 
measurements required)

• Superheater fouling root causes

• NOx reduction on a recovery boiler



EXAMPLE 1 – FORECAST 

TYPE MODEL

In this case ONLY previous values of the target variable are used



Predicting 

Future 

Fouling

This ML technique uses Sliding Range validation 
instead of data partitioning. It predicts future 
target values using past data. It learns the 
impact of sootblowers on deposit weight based 
on frequency and location, aiding selection of 
optimal sootblowers.



Actual versus Prediction Fouling 4 

hours ahead

Y Axis is the total 

weight of deposit on 

the Superheater 

section as measured

X Axis is the total 

weight of deposit on the 

Superheater section as 

predicted by the 4 hour 

look-ahead model



Predicted one hour ahead (green) versus 

actual (blue) – excellent ability to forecast 

future fouling – I strongly suspect this is 

because the MI tool “learns” the pattern 

created by sootblowers – Can we use this as 

part of the sootblower controls?

Time of 

Data

16th 

Sept

21st 

Sept

Total 

Deposit 

Weight 

on 

Superheat

ers

30,000 

lbs

15,000 

lbs



EXAMPLE 2 –

PRESCRIPTIVE 

TYPE MODEL

Here we are trying to 

identify causal variables 

and determine the 

impact they have on the 

target variable



Method 

Used

The dataset includes process variables and 
strain gage weight changes. Process variables, 
manipulated hourly by operators, are analyzed 
along with weight deltas, typically focusing on 
hourly changes in superheater weight. 
Gradient-Boosted Trees are the most successful 
machine learning method used. Relationships 
are visualized using ALE (Accumulated Local 
Effects) plots, derived from solved Gradient 
Boosted Trees.



Model Performance and VIPs

The R2 here is the 

indication of how 

well the model 

was “trained” 

The amount 

of 

sootblowing

steam used is 

the most 

important 

variable, not 

that 

surprising but 

wait…



Actual Versus Predicted Fouling Rate

Actual

Lbs/hr SH 

Weight 

Accumulat

ion

Foul

Clean

This has an R2

of 0.47

Predicted Rate of 

SH Total Weight 

Accumulation



• Attribute weights – What is most 
important in the model?



Accumulated Local 

Effects Plots (ALE)

• One of the biggest challenges of using Gradient Boosted Trees for modeling is 

interpretation of the results

• You obtain tens to hundreds of trees from the modeling effort, it is not possible to 

interpret this information from simply studying the trees that are built

– The most important variables can be identified and this is useful but only to a 

limited extent

• This is where ALE plots can be used!

• An ALE plot is developed by using a technique that identifies the relationship between 

a “feature” and the target variable independent of the effects of other features

– For example it can determine the effect of the “Sootblowing Steam Flow” on the 

rate of fouling

– This is an excellent reference on this topic 

https://christophm.github.io/interpretable-ml-book/ale.html

https://christophm.github.io/interpretable-ml-book/ale.html


“Sweetspot” for 

Sootblowing 

Steam!Foul

Clean

36,00

0 

lbs/hr

Total 

Sootblower

Steam Used

ALE Plot Fouling Versus 

Sootblowing Steam



Foul

Clean
Confirming 

that low O2 

is better

3% O2 at 

Economizer Exit

5%2.5%

ALE Plot Fouling Versus O2 at Exit



REDUCTION EFFICIENCY 

OPTIMIZER INTERFACE



Predictive Features for a 

Prescriptive Model







Issues 

With Data 

That Must 

be 

Considered

•Prior target values show high correlation, especially with frequent test data and 
downstream of larger storage tanks. Be cautious during modeling to ensure accuracy 
and select appropriate model types.

Autocorrelation

•Many of the features you choose are correlated with other features

•Without attention to this models can be highly sensitive to very small changes in 
highly correlated features

•Careful removal of correlated features is required

Multi-collinearity

•When to drop data that has missing values must be considered

•How to deal with missing values in your target variable (interpolation?)

•How to address missing values in your features (averaging?)

Missing values

•Upstream variables are often DYNAMICALLY lagged versus your target variable

•What is the lag and how do you handle this if you were to deploy a model built from 
this data

Lagged



How Do You Identify a 

Feature Set For A Model?

• In Type 1 Models (Forecast Type) – you can select 

from a wide-variety of features

– Co-variant with your target (not causal)

– Causal variables – known control action on 

target variable

– Possibly causal variables – suspected influence 

on target variable

– Prior values of your target variable

• In Type 2 Models (Prescriptive) – Need to be more 

careful and can choose only causal variables -

Excellent domain knowledge is needed



Using the 

Modelling 

Process to 

Further 

Limit The 

Features 

Used

There's a trade-off between model accuracy 
and usefulness. Models with fewer "critical" 
features are more accurate and stable but 
may miss important relationships. Various 
methods like "Backwards Elimination," 
"Correlation," and "Added Information" help 
determine the best feature set. It's wise to 
try different methods.



Machine 

Learning – A 

Brief History

Many of the techniques used have been invented within 
the past 20 years

Academic to industrial use 20→10 years

Practical on laptop computers and ability to deploy models 
on industrial systems 10→5 years

Training of data scientists 10→5 years

Development of applicable examples and deployment in 
operating environments 5→0 years

Developing experience with application, integrating into 
operating practice 5→ Future

A Brief 

History of 

the use of 

Machine 

Learning
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